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Abstract—Sarcasm is a special category of figurative lan-
guage, which is mainly used in online social media to convey
messages with implicit semantics and criticism. Such mes-
sages are used for sarcastic remarks using contemptuous,
ridicule, bitter, taunt, and mock related words or phrases.
Though sarcasm detection is a well-considered problem by
the researchers, to the best of our knowledge, none of them
has considered the problem of self-deprecating sarcasm, which
is a special category of sarcasm, mainly used by the users
to deprecate or criticize themselves using sarcastic phrases.
In this paper, we propose a novel self-deprecating sarcasm
detection approach using an amalgamation of rule-based and
machine learning techniques. The rule-based techniques aim
to identify candidate self-around tweets, whereas machine
learning techniques are used for feature extraction and clas-
sification. A total number of 11 features, including six self-
deprecating features and five hyperbolic features are identified
to train three different classifiers — decision tree, naive Bayes,
and bagging. The proposed approach is evaluated over a
Twitter dataset containing 107536 tweets, and compared with
some state-of-the-art methods for sarcasm detection.

Index Terms—Social network analysis, Sarcasm detection,
Self-deprecating sarcasm, Machine learning.

I. INTRODUCTION

Nowadays, Twitter has become one of the most popular
microblogging platforms with a huge active user-base. In
2006, Twitter was established as a microblogging venue
to express ideas, opinions, emotions, views on day-to-day
events occurring around the globe. By the second quarter
of 2018, the monthly active users on Twitter are around
335 millions. Data generated by such a huge number of
users are very useful for various applications, such as
election results prediction, market trend analysis, product
endorsement and recommendation, e-governance, sentiment
analysis, and open-source intelligence.

One of the most appealing attributes of Twitter is its
character limitation to allow maximum 280 characters in
a tweet, due to which tweets are generally precise and
rich in semantic contents. However, tweets also contain
high amount of informal data containing slangs, acronyms,
non-literal words, emoticons, bashes, misspelled words, and
unstructured phrases. Due to presence of informal contents,
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automated tweets analysis, especially sentiment analysis,
has turned out to be a challenging task. The sentiment
analysis problem becomes more challenging when opinion
bearing words are used by the users to make sarcastic
remarks using contemptuous, ridicule, amuse, bitter, taunt,
and mock related words or phrases. Moreover, it is chal-
lenging to classifying tweets containing non-literal texts,
which express different figurative language categories in
which polarity of literal meaning may get affected signifi-
cantly [1].

Sarcasm, which is one of the known categories of the
figurative language, is very much common in human
communication, especially in online social networks.
In Collins dictionary, sarcasm! is defined as “mocking,
contemptuous, or ironic language intended to convey
scorn or insult”. The implicit meaning hidden behind the
sarcasm text is represented with an aim to insult or scorn a
person or group through words or phrases in which bitter,
contemptuous, taunt, ridicule remarks are involved?.

Sarcasm can be classified into seven categories® — self-
deprecating, brooding, deadpan, polite, obnoxious, manic,
and raging. Self-deprecating sarcasm is a special category
of sarcasm which is mainly used by the users to deprecate,
criticise, disparage, deride or undervalue themselves using
the sarcastic words or phrases. On analysis of a large
number of tweets, it is found that sometimes users comment
on themselves in their tweets. We have considered such
tweets as self-around or self-deprecating tweets, and all
those self-around tweets as self-deprecating sarcasm in
which disparage, belittle, deprecate, undervalue, or criti-
cism related words or phrases are used by the users to
deprecate themselves in a humorous manner. Accordingly,
self-deprecating* sarcasm is defined as a “sarcasm that
plays off of an exaggerated sense of worthlessness and
inferiority”. Figure 1 presents an exemplar tweet with self-

Ihttps://www.collinsdictionary.com/dictionary/english/sarcasm
2https://www.thefreedictionary.com/Sarkasm
3https://literarydevices.net/sarcasm/
“http://edtimes.in/seven-types-sarcasm/
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deprecating sarcasm using the sarcastic phrase love being
ignored.

Justin Stover
@Teh_Stover

| love being ignored,; it feels good. #bigleague #sarcasm

1:42 PM - Jul 22, 2015

Fig. 1: A tweet expressing self-deprecating sarcasm

In this paper, we propose a self-deprecating sarcasm
detection approach using rule-based and machine learning
techniques. The proposed approach is implemented as a
two-layer approach in which rule-based techniques are em-
ployed at the first layer to identify self-around tweets and to
filter out all those tweets that are not self-around, increasing
the efficiency of the self-deprecating sarcasm detection
process. The second layer considers self-around tweets
identified by the first layer as an input and applies feature
extraction and classification techniques for self-deprecating
sarcasm detection. A total number of 11 features including
six self-deprecating features and five hyperbolic features
are identified and three different classifiers — decision tree,
naive Bayes, and bagging are used for self-deprecating
sarcasm detection.

II. RELATED WORKS

Researchers have proposed various supervised learning
techniques such as Support Vector Machine (SVM), Max-
imum Entropy (ME), Decision Tree (DT), and Logistic
Regression (LR) for sarcasm detection in Twitter [2], [3],
[4], [5], [6]. In addition, there are few articles in which
semi-supervised [7], [8], [9], rule-based [10], [11], pattern-
based [5], and deep learning techniques [12] have been
proposed for sarcasm detection. Though most of the authors
[71, [8], [2], [4], [5], [11], [12] have mainly considered
English language texts, some of them have also considered
other languages for sarcasm detection [3]. Similarly, most
of the existing literatures have considered Twitter datasets
for sarcasm detection, and a very few have considered other
data sources, such as Amazon merchant site [7], [8]. The
features considered for sarcasm detection are mainly seen
as lexical, pragmatics, phrases, punctuations, sentiments,
syntactic, patterns, interjections, intensifiers, semantic, and
context incongruity.

Tsur et al. [8] proposed a semi-supervised algo-
rithm for sarcasm detection using syntactic, patterns- and
punctuations-based features in Amazon’s product reviews
dataset. Gonzélez-Ibafiez et al. [2] applied SVM approach
along with sequential minimal optimization and LR tech-
niques to identify sarcasm. Riloff et al. [10] proposed a rule-
based approach for sarcasm identification in Twitter, where
positive sentiment contradicts the negative situation. Bouaz-
izi and Ohtsuki [5] proposed a pattern-based approach for
sarcasm detection in Twitter. Lukin and Walker [9] applied
a semi-supervised technique using boot-strapping approach.
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Ptacek et al. [3] applied SVM and ME-based machine
learning techniques for sarcasm detection in English and
Czech languages. Gupta and Yang [6] proposed an affect-
cognition-sociolinguistics features for sarcasm detection
using SVM. Rajadesingan et al. [4] proposed an approach
for sarcasm classification using behavioral modeling and
applied SVM, DT, LR techniques. Ghosh et al. [1] applied
SVM and regression techniques to detect sarcasm. Bharti
et al. [11] proposed two pattern-based algorithms to detect
sarcasm. Amir et al. [12] proposed a deep learning based
convolutional neural network model to learn user embed-
ding along with utterance based embedding for sarcasm
detection.

It can be seen from the above discussions that a num-
ber of researchers have proposed different techniques for
sarcasm detection in Twitter and other data sources. How-
ever, none of them have considered the detection of self-
deprecating sarcasm, which is a special case of sarcasm
mainly used by the users to deprecate, criticize, disparage,
deride or undervalue themselves using the sarcastic words
or phrases.

III. PROPOSED APPROACH

Figure 2 presents the work-flow of the proposed self-
deprecating sarcasm detection approach. A brief description
of the various modules is presented in the following sub-
sections.

A. Data Crawling and Data Pre-processing

We have implemented a data crawler in Python using
REST APT to curate Twitter data for the English language
tweets ids provided by Ptacek et al. [3]. The data pre-
processing module applies a series of processing tasks,
such as cleaning, tokenization, and Parts-Of-Speech (POS)
tagging over the curated tweets to generate ready-to-analyze
data for self-deprecating sarcasm detection. Data cleaning
aims to remove URL’s, @mention, retweets, hashtags,
ampersands, extra white spaces, and to convert upper-case
letters into lower-cases. It also removes hexa-characters,
double quotes, emoticons, numbers, and dots. Thereafter,
tweets are tokenized and POS tags are generated through
spacy tagger.

B. Self-Around Tweets Detection (Layer-1)

The self-around tweets detection module is mainly used
as a filter, and its main task is to identify self-around
tweets that are candidates for self-deprecating sarcasm.
This module immensely improves the efficiency of the self-
deprecating sarcasm detection process, as all those tweets
that are not self-around are filtered out in this layer. This
module is implemented as a rule-based system, as given
in algorithm 1. Instead of string matching, it uses regular
expressions to implement the filtering rules. Steps 3-7 of
the algorithm 1 identify self-around tweets based on POS
tags. If POS tag of the first word of a tweet is either
UH (interjection), or NN (noun), or RB (adverb), or VB



(¥ Data crawling

 Self-around tweets |

Twitter Twitter API

& Data pre-processing

detection

—

i

Pre-processed
tweets

[ Cleaning }—b[Tokenization]—b[POS tagging]— —

-

-

C date self-

Raw tweetsl I

around tweets

\

<3 Feature extraction and classification

Self-
deprecating
sarcasm

= ‘
tweets

Model learning and classification

Feature extraction
Self-deprecating features Hyperbolic features
e 2,1, 'UH', 'RB'

— )

Fig. 2: Work-flow of the proposed self-deprecating sarcasm detection approach

(verb), or VBP (verb, non third person singular present),
or JJ (adjective), or MD (model verb), then the tweet
is considered as self-around and it is stored for further
processing. Similarly, steps 8-14 of the algorithm 1 traverse
the whole tweet and check whether it contains either of the
tokens “¢’, ‘me’ or ‘my’. If a tweet contains any of these
tokens, then it is considered as self-around and stored for
further processing.

Algorithm 1: Self-Around Tweets Detection

Input : A file D containing pre-processed tweets
Output: A file D, containing only self-around tweets
1 foreach tweet in D do

2 t <—spacy(tweet); /* tokenize & assign POS tags x/
3 tag <—t[1].tag ; /* POS tag of the first word =/
4 if tag e {UH,NN,RB,VB,VBP,JJ,MD} then

5 append(D g, t); /+* t is self-around tweet =/
6 goto step 1;

7 end

8 n <— no-of-token(t)

9 for i <— 1 to n do

10 if t[i].token € {i, me, my} then

1 append(Dgq, t); /* t is self-around tweet x/
12 goto step 1;

13 end

14 end

15 end

C. Feature Extraction and Classification (Layer-2)

The feature extraction and classification module aims
to identify various features from self-around tweets for
learning classification models. A detailed discussion about
these functionalities is presented in the following sub-
sections.

1) Feature Extraction: Feature extraction is one of
the core steps for the development of any classification
system. We have identified a total number of 11 features
and classified them into two categories — self-deprecating
features and hyperbolic features. For feature identification,
we have considered the sequential order of the tags and
tokens in a tweet as an important criteria.

Self-Deprecating Features:

The features in this category aim to capture deprecating
factors in self-around tweets, based on the patterns of the
relative orders of tokens and tags in a tweet.

Fi (interjection followed by “’): If an interjection (UH-
tagged word) is followed by the token ‘i’, then the value of
this feature is considered as 1, otherwise 0. For example,
consider the tweet “Wow I do enjoy insomnia!!!!”, which
is a self-deprecating sarcasm following this pattern.

Fo (‘i followed by verb and question word): If a token
‘2> is followed by the main verb (VBP) and then by a
question word (WRB), then the value of this feature is
considered as 1, otherwise 0. For example, consider the
tweet “I love when apartment complex office treats me
like I'm the idiot when I tell them their crappy anything
is broken.”, which is a self-deprecating sarcasm following
this pattern.

F3 (Common deprecating pattern): This feature aims to
capture different self-deprecating patterns in a tweet. The
value of this feature is considered as 1 if either of the
following conditions (C'1 to C'5) is satisfied, otherwise 0.

o CI: If the token ‘t’ is followed by a question
word (WRP). For example, consider the tweet I
love it when you try to help me with my flaws. No
really, 1 had no idea they were there.”, which is a
self-deprecating sarcasm following this pattern.

e C2: If a question word (WRP) is followed by a
pronoun (PRP). For example, consider the tweet
“Just looooove when my hair appointment has to be
cancelled for a last minute #Brussels trip.”, which is
a self-deprecating sarcasm following this pattern.

e (3: If the token ‘¢’ is followed by the word ‘love’.
On analysis, it is found that the word ‘love’ is
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most frequently used in self-deprecating tweets. For
example, consider the tweet “I love when you call me
at two in the morning”, which is a self-deprecating
sarcasm following this pattern.

C4: If an adjective (JJ) is followed by an adverb (RB).
For example, consider the tweet “Awesome really love
everything about polynomial and rational functions a
lot.”, which is a self-deprecating sarcasm following
this pattern.

C5: This is the reverse scenario of C4, and it
represents a condition in which an adverb (RB) is
followed by an adjective (JJ). For example, consider
the tweet “I am gonna be stuck in my house all
day again tomorrow really excited.”, which is a
self-deprecating sarcasm following this pattern.

Fy (‘i followed by verb and adverb or adjective): This
is also a strong indicator of self-deprecating sarcasm, as
intensifiers (adverbs/adjectives) play an important role in
exaggeration or overstatement [11]. If a self-around tweet
contains the token ‘’, which is followed by the main
verb (VBP) and then by adverb (RB) or adjective (JJ),
then the value of this feature is considered as 1, otherwise
0. For example, consider the tweets “I love really being
ignored and completely iced out.” and “I love happy to sat
through a meeting about nothing. But there were cupcakes
afterwards so it was worth it.” that are self-deprecating
sarcasms following these patterns.

Fs (‘am’ followed by adjective or adverb): If a self-
around tweet contains the auxiliary verb ‘am’, which is
followed by either adjective (JJ) or adverb (RB), then the
value of this feature is considered as 1, otherwise 0. For
example, consider the tweets “Working till 8 in Christmas
Eve. I am single here so excited” and “I am really glad
my iPhone shuts itself down it really makes happy”, that
are self-deprecating sarcasms following these patterns.

Fe (2" followed by negative modal verb): If a self-
around tweet contains the token ‘i°, which is followed
by a modal verb (MD) and then followed by the token
‘not’ (e.g., I may not, I can not, etc.), then the value of
this feature is considered as 1, otherwise 0. For example,
consider the tweet “I can not wait to go home and
study some more!”, which is a self-deprecating sarcasm

following this pattern.

Hyperbolic Features:

The presence of hyperbole in a tweet plays an important
role in sarcasm detection. The hyperbolic tweets generally
employ exaggeration, over emphasis, or over-statement.
In order to detect self-deprecating sarcasm, the frequency
count of interjections, exclamation marks, and question
marks are considered as hyperbolic features. In addition,
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two intensifier-related hyperbolic features such as
frequency count of adverbs and adjectives are also
considered, because presence of these intensifiers adds an
over-exaggeration component in a tweet.

Fr7 (interjection count): 1f the frequency count of
interjections (UH) in a tweet is at least two, then the
value of this feature is considered as 1, otherwise O.
For example, consider the tweet “unfollower you and u
came know this via unfollower! oh wow! my day is just
not complete without tweets of yours.”, which expresses
self-deprecating sarcasm and contains two interjections —
oh and wow.

Fs (exclamation mark count): If the frequency count
of exclamation mark in a tweet is at least two, then the
value of this feature is considered as 1, otherwise 0. For
example, consider the tweet “I feel special i live in the
coldest place in the world today !!I”, which expresses
self-deprecating sarcasm and contains three exclamation
marks.

Fy (question mark count): If the frequency count of
question mark in a tweet is at least two, then the value of
this feature is considered as 1, otherwise 0. For example,
consider the tweet “I need a break from my own thoughts
really ??2”, which expresses self-deprecating sarcasm and
contains three question marks.

Fio (adverb count): If the frequency count of adverb
in a tweet is at least two, then the value of this feature is
considered as 1, otherwise 0. For example, consider the
tweet “textbook shopping online yay no really its totally
fun for me not.”, which expresses self-deprecating sarcasm
and contains two adverbs — really and totally.

Fi11 (adjective count): If the frequency count of
adjective in a tweet is at least two, then the value of
this feature is considered as 1, otherwise 0. For example,
consider the tweet “wow today has been so great I
just want to add it to my already perfect week”, which
expresses self-deprecating sarcasm and contains two
adjectives — great and perfect.

2) Model Learning and Classification: We have con-
sidered three classifiers — decision tree, naive Bayes, and
bagging that are implemented as a component of WEKA tool
kit 3.8. We have used C4.5 (J48) implementation of
decision tree with its default settings of WEKA. Naive Bayes
is based on Bayes’ theorem, and it supports predictive mod-
eling and assumptions of strong independence across the
features. Like decision tree, the default settings of WEKA are
also used for this classifier. Bagging is a classifier ensemble
technique, which provides better predictive results using
multiple learning algorithms. It reduces variance and avoids
overfitting. Like decision tree and naive Bayes, we have



TABLE I: Crawled datasets statistics

Tweets category Balanced Unbalanced Total
#ids #ids #ids
(#tweets) (#tweets) (#tweets)
Sarcasm 50000 (35451) 25000 (17637) 75000 (53088)
Non-sarcasm 50000 (39216) 75000 (58979) 125000 (98195)
Total #ids (#tweets) 100000 (74667) 100000 (76616) 200000 (151283)

TABLE II: Balanced and unbalanced datasets generated
from Table I

Tweets category Dataset-1 Dataset-2 Total
(#tweets) (#tweets) (#tweets)
Sarcasm 35000 17500 52500
Non-sarcasm 35000 57500 92500
Total (#tweets) 70000 75000 145000

also used default WEKA settings for the bagging method.

IV. EXPERIMENTAL SETUP AND RESULTS

This section presents the experimental evaluation of the
proposed approach for self-deprecating sarcasm detection.

A. Dataset

We have considered the tweets ids provided by Ptacek et
al. [3] and curated the respective tweets using a crawler
developed in Python 2.7. The authors provided bal-
anced and unbalanced distribution of tweets ids. In balanced
distribution, 50000 tweets ids are available for each sar-
casm and non-sarcasm categories, whereas the unbalanced
distribution contains 25000 sarcasm tweets ids and 75000
non-sarcasm tweets ids. Out of total 200000 tweets ids
(balanced and unbalanced) provided by Pticek et al. [3],
only 151283 tweets were successfully crawled, as few
tweets were protected or deleted and accordingly unable to
be downloaded using the API. Table I presents a summary
of the crawled dataset from Twitter. From this dataset,
we have created two datasets namely dataset-1 (balanced)
and dataset-2 (unbalanced) consisting of 70000 and 75000
tweets, respectively, as given in Table II. Rest of the
experiments are based on these datasets.

B. Evaluation Metrics

In this section, we present a formal description of the
performance evaluation metrics — Precision, Recall, and F-
score that are defined using the concept of True Positives
(number of self-deprecating sarcasm tweets identified cor-
rectly), False Positives (number of normal tweets identified
as self-deprecating sarcasm), and False Negatives (number
of self-deprecating sarcasm tweets identified as normal).
Precision and Recall measure the correctness and com-
pleteness, respectively of a classifier, whereas F-score is
the harmonic mean of the Precision and Recall values. The
value of F-score is higher only when the values of both
Precision and Recall are high. Equations 1, 2, and 3 define
these metrics formally.

. True Positives
Precision =

(D

True Positives + False Positives
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TABLE III: Retained instnaces after filtering through
algorithm 1

Tweets category  Dataset-1 Dataset-2 Total
(#tweets) (#tweets) (#tweets)
Sarcasm 26428 13219 39647
Non-sarcasm 25498 42391 67889
Total (#tweets) 51926 55610 107536

True Positives
Recall =

(@)

True Positives + False Negatives

2 X Precision X Recall
F-score =

(€)

Precision + Recall
C. Evaluation Results

In this section, we present the evaluation results of the
proposed self-deprecating sarcasm detection approach. We
have applied algorithm 1 on the tweets of each datasets
to identify self-around tweets for further processing (i.e.,
feature extraction and classification). Table III presents a
summary of the retained tweets after filtering out the tweets
using algorithm 1 that are not self-around. Thereafter, we
convert each self-around tweet into an 11-dimensional nu-
meric feature vector using a software module implemented
in Python 2.7, where each dimension corresponds to a
particular feature defined in the previous section. There-
after, we have trained three classification algorithms de-
cision tree, naive Bayes, and bagging over each dataset
separately, and calculated the values of the performance
evaluation metrics using 10-fold cross validation.

Table IV presents the performance evaluation of the
proposed approach in terms of Precision, Recall, and F-
score using all three classification algorithms. It can be
observed from this table that decision tree achieved highest
Recall and F-score values, whereas bagging achieved high-
est Precision values for both datasets. On the other hand,
naive Bayes achieved low Precision and F-score but high
Recall for both datasets.

As stated earlier, to the best of our knowledge, there is no
literature on self-deprecating sarcasm detection. Therefore,
it is no possible to provide a comparative evaluation of our
proposed approach. However, since self-deprecating sar-
casm is a special category of sarcasm, we have considered
three state-of-the-art techniques on sarcasm detection that
have used rule- and pattern-based approaches. For compar-
ative analysis, we have considered the highest Precision,
Recall, and F-score values reported by the authors in their
respective literatures. We have also considered out highest
Precision, Recall, and F-score values across all classifiers
and datasets. Figure 3 presents a visualization of the com-
parative analysis of our proposed approach with three state-
of-the-art techniques. It can be observed from this figure
that our proposed approach performs significantly better
than the existing approaches.



TABLE IV: Performance evaluation results using 10-fold cross validation

Decision tree

Naive Bayes Bagging

Dataset

Precision  Recall  F-score

Precision

Recall  F-score Precision  Recall  F-score

Dataset-1 0.984 0.914 0.948

0.543

0.913 0.681 0.992 0.891 0.939

Dataset-2 0.969 0.923 0.945

0.550

0.905 0.684 0.980 0.885 0.930

H Riloff et al. (2013)

M Lukin and Walker (2013)

W Bouazizi and Ohtsuki (2016)

M Proposed Approach

0.9 -

0.8 -

0.7 -
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -

Precision

Recall

F-score

Fig. 3: Performance comparison results over the datasets given in Table III

V. CONCLUSION AND FUTURE RESEARCH

In this paper, we have introduced the problem of self-
deprecating sarcasm detection, which is a special case of
sarcasm detection. To this end, we have proposed an amal-
gamation of rule-based and machine learning approaches
for detecting self-deprecating sarcasm. Though a number of
researchers have targeted different categories of figurative
language, such as sarcasm, irony, satire, etc. in Twitter, none
of them has considered the problem of self-deprecating
sarcasm detection. Like self-deprecating sarcasm, detection
of other categories of sarcasm, such as brooding, polite,
raging, etc. in Twitter seems one of the future directions of
research.
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